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Abstract: Users have come to expect reactivity from mobile and web applications, i.e. they assume that changes made by other users become visible immediately. However, developers are challenged with building reactive applications on top of traditional pull-oriented databases, because they are ill-equipped to push new information to the client. Systems for data stream management and processing, on the other hand, are natively push-oriented and thus facilitate reactive behavior, but they do not follow the same collection-based semantics as traditional databases: Instead of database collections, stream-oriented systems are based on a notion of potentially unbounded sequences of data items. In this tutorial, we survey and categorize the system space between pull-oriented databases and push-oriented stream management systems, using their respectively facilitated means of data retrieval as a reference point. We start with an in-depth survey of the most relevant NoSQL databases to provide a comparative classification and highlight open challenges. To this end, we analyze the approach of each system to derive its scalability, availability, consistency, data modeling, and querying characteristics. We present how each system’s design is governed by a central set of trade-offs over irreconcilable system properties. We then cover recent research results in distributed data management to illustrate that some shortcomings of NoSQL systems could already be solved in practice, whereas other NoSQL data management problems pose interesting and unsolved research challenges. A particular emphasis lies on the novel system class of real-time databases which combine the push-based access paradigm of stream-oriented systems with the collection-based query semantics of traditional databases. We explore why real-time databases deserve distinction in a separate system class and dissect their different architectures to highlight issues, derive open challenges, and discuss avenues for addressing them.
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1 Introduction

The design of any data management system reflects a bias towards either pull-based or push-based data access: A pull-based query assembles data from a bounded data repository and completes by returning data once, whereas a push-based query processes a conceptually unbounded stream of information to generate incremental output over time. For example, traditional databases are clearly geared towards efficiency for pull-based data retrieval, even
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though they do support push-based access to a certain degree (e.g. through triggers). Figure 1 illustrates how the different classes of data management systems can be classified by the way they facilitate access to data.

![Diagram of data management systems]

Fig. 1: Different classes of data management systems and the access patterns they support. At the one extreme, there are traditional databases which represent snapshots of domain knowledge that are the basis of all queries. At the other extreme, there are general-purpose stream processing engines which are designed to generate output from conceptually unbounded and arbitrarily structured ephemeral data streams. Real-time databases and data stream management systems both stand in the middle, but adhere to different semantics: Real-time databases work on evolving collections that are distinguished from their static counterparts (i.e. from typical database collections) through continuous integration of updates over time, enabling push-based real-time queries. Data stream management systems provide APIs to query data streams, for example, by applying filters to incoming data or by computing rolling aggregations and joins over configurable time windows.

2 Tutorial Outline

With this tutorial, we intend to provide an overview over the entire system spectrum. Our tutorial is divided into three parts as follows.

In the first part, we cover pull-based data management systems. To this end, we first recall the basics of distributed data management (e.g. partitioning, replication, eventual consistency, NoSQL data models) and present the most important impossibility results (e.g. the CAP theorem). We then provide an in-depth survey of the NoSQL landscape by discussing the individual architectures and classifying each system according to functional and non-functional properties.

In the second part, we turn to push-based systems for real-time data management. After a short historical recap of push-based mechanisms in data management, we dissect the current state of the art in real-time databases and stream processing frameworks with respect to their capabilities in storing, querying, and analyzing data with low latency.

In the final part of our tutorial, we review polyglot persistence environments that bring together many of the discussed systems, unfold open practical and research challenges in the field of data management, and discuss possible venues for addressing them.
3 Intended Audience & Relationship to Prior Tutorials

We expect the tutorial to appeal to a large portion of the BTW community, specifically anybody interested in a comparative overview of the current data management landscape and a discussion of open challenges. Our target audience thus includes students who are looking for novel research topics and orientation, experienced researchers in the fields of database systems, cloud computing, and distributed systems, as well as industry practitioners tackling data management problems who are looking for a survey and classification of existing systems and their respective sweet spots.

This tutorial includes revised content from earlier tutorials given at EDBT 2018 [Wi18], BTW 2017 [GWR17], and ICDE 2016 [GR16].
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