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Big graph analysis by visually created workflows

M. Ali Rostami1, Eric Peukert1, Moritz Wilke1, Erhard Rahm1

Abstract: The analysis of large graphs has received considerable attention recently but current
solutions are typically hard to use. In this demonstration paper, we report on an effort to improve
the usability of the open-source system Gradoop for processing and analyzing large graphs. This is
achieved by integrating Gradoop into the popular open-source software KNIME to visually create
graph analysis workflows, without the need for coding. We outline the integration approach and
discuss what will be demonstrated.
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1 Introduction

The analysis of big (graph) data becomes increasingly relevant for a variety of fields
from bioinformatics to business intelligence. Big data processing frameworks make the
computational part of this task possible but mostly require advanced software development
and data engineering skills, which many data analysts and scientists lack. Workflow-oriented
tools with graphical interfaces promise an easier usage for this group of users but often
lack the ability to tackle large amounts of data. Therefore it is important to combine both
approaches: user-friendly creation of data analysis workflows with the scalability of a big
data processing framework in the background.

Gradoop [Ju15; Ju18] is an open-source framework for the analysis of large graphs that is
developed by the Database Group of the University Leipzig and the Competence Center
for Scalable Data Services and Solutions (ScaDS) Leipzig. It uses an extension of the
flexible property graph model and provides a variety of graph operators and graph mining
algorithms. It is build on top of Apache Flink for parallel processing and scalability to large
data volumes. KNIME [Ba07], on the other hand, is a well-known open source software
for data analysis for the creation and deployment of analytical workflows and applications.
KNIME allows users with minimal experience in writing code to select a large set of
different operators as nodes from a graphical interface and to combine them on a virtual
canvas to define executable workflows.

To achieve both scalability and usability, we developed a KNIME integration for Gradoop
operators within the BIGGR project [Ro19]. The aim of this demonstration paper is to show
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how the tools KNIME and Gradoop can be used in combination to load, transform and
analyze large graph data and to visualize the results.

2 Gradoop Integration in KNIME

The integration approach makes the Gradoop operators available as nodes within Knime
and allows either the local or the remote execution of the Gradoop operators and workflows
[Ro19]. The majority of real-word data is still stored in column based or unstructured
formats, not in a property graph format which is directly readable with Gradoop. Hence
the first task in a graph-based analysis is to transfer given data in a graph format, e.g. to
specify which rows in a table are regarded as vertices and which relations qualify as edges.
Knime supports various ways of reading and processing data and is build around a tabular
data representation, so the data preparation step can be tackled with it. However, it requires
knowledge about the internal data format of Gradoop which is a hurdle.

Fig. 1: CSV import: a graph of patent citations is read from a file containing the vertices and a file
which contains the source and target id of a citation.

To overcome this, data transformation nodes between Gradoop and Knime are necessary.
As a first working solution, we provide a Knime node for importing CSV data and
transforming into a property graph to start an analysis workflow. Fig. 1 shows the CSV
import functionality: multiple files can be chosen and configured to be transformed into sets
of vertices or edges. Further efforts will deal with supporting recently proposed operators
for graph transformation [KPR19] and to exchange data between the local machine running
KNIME and a cluster which stores graph data in a distributed manner.
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3 Demonstration

In our demonstration, we show workflows of large graph analytics using KNIME and
Gradoop. We consider two datasets: the medium-sized citation networks of research papers
and authors as well as a large patent citation graph consisting of 6.6 million US patents and
94.7 million citations between them.2

We build several workflows for the analysis of these large graphs. First, we see how a
summary of graphs can be generated as a starting point for further operators. The patent
graph needs several steps of preprocessing to obtain a handy set of data. For example, we can
first determine connected components and apply further operators on selected components.
The resulting graphs from different processes are visualized either completely if possible or
in a clustered way. We see how the visualizations give us a first insight into data and help to
decide on further analysis steps.

3.1 Research Papers

In this workflow, we first read a publication graph from a JSON data source. After a
reduction, the connected components are computed and one of them is visualized. There
are two visualization nodes, called Big Graph View. For an interactive visualization, large
graphs are written out to some format (like CSV) and the path will be given to the view
nodes.

Fig. 2: A Gradoop workflow in KNIME.

3.2 US Patent - Citation Network

Goal of the analysis is to find and collapse so-called patent families. This structure reflects
the patent holders not to claim a single patent for a new invention, but to submit several

2 http://www.patentsview.org
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slightly modified patents in order to prevent rivals from adopting the invention easily. These
patent families clutter the space of patents, hence clustering them makes further analysis
easier because it reduces the size and complexity of the graph.

The workflow uses a Gradoop matching operator which uses the Cypher[Ju17]
query (listing 1) language to detect pairs of patents from the same assignee
that have been claimed in the same year and are connected with a citation.

MATCH (p1:PATENT)<-[e1:citation]-(p2:PATENT)

(p1)-[:assignedBy]->(a1:ASSIGNEE)<-[:assignedBy]-(p2)

WHERE e1.years_difference = 0

List. 1: Cypher-query to identify citations between patents from the same assignee in the same
year.

Afterwards the connected components algorithm is used to combine the pairs into stars that
are assumed to be a patent family. Finally the families can be fused in the original graph
resulting in only a single vertex representing what was a star before. both graphs (patent
families and reduced graph) are stored for further analysis and processing afterwards.
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